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ABSTRACT: The green fluorescent protein and its designed variants fluoresce efficiently.
Because the isolated chromophore is not fluorescent in a practical sense, it is apparent that
the protein environment plays a crucial role in its efficiency. Because of various obstacles in
studying excited state dynamics of complex systems, however, the detailed mechanism of
this efficiency enhancement is not yet clearly elucidated. Here, by adopting excited state
nonadiabatic molecular dynamics simulations together with an interpolated quantum
chemical potential model of the chromophore, we find that the strong electric field from the
protein matrix contributes dominantly to the motional restriction of the chromophore. The
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delay in twisting motion subsequently obstructs the nonradiative decay that competes with
fluorescence, leading naturally to an enhancement in light-emitting efficiency. Surprisingly,
steric constraints make only a minor contribution to these aspects. Through residue specific analyses, we identify a group of key
residues that control the excited state behavior. Testing a series of mutant GFPs with different brightnesses also supports the
view regarding the importance of protein electrostatics. Our findings may provide a useful guide toward designing new

fluorescent chemical systems in the future.

1. INTRODUCTION

The green fluorescent protein (GFP) is well-known for its high
fluorescence efficiency. For example, the quantum yield of the
wild-type Aequorea victoria GEP (avGFP)"” is near to unity
(0.79).>* Indeed, such an efficiency is likely one of the most
important aspects that has made this system quite useful. Thus,
over the course of designing new mutants in the past few
decades, researchers have considered the fluorescence quantum
yield as an important criterion' " and have repeatedly
reported its enhancement'®™"? or reduction.'>'* In this sense,
understanding fundamental reasons behind the efficiency will
be crucial for further developing new fluorescent proteins and
other related photophysical systems.

Naturally, nonradiative decay, which is often associated with
a geometric distortion in the chromophore, is a process that
majorly competes with fluorescence.”' > In the case of avGFP,
it is known that slowing chromophore twist is linked with
fluorescence enhancement.””'> In fact, its isolated chromo-
phore in solution without any motional restraints'® twists very
fast and does not fluoresce in a practical sense.”*”'" =" At first
glance, the efficiency in the protein scaffold'™*° may seem
natural as the protein environment will sterically restrain the
chromophore motion.>'®"? Namely, the barrel that contains
the chromophore in GFP provides a crowded environment
(Figure 1), and the chromophore twist will not be feasible as it
will likely induce substantial structural rearrangements with an
energetic penalty. On the other hand, there have been
proposals that electrostatics may play a vital role in the
fluorescence efficiency”' ™ based on quantum chemical
observations that external electric field can severely affect
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Figure 1. Chromophore environment in avGFP represented by
residue alignments near the chromophore from the crystallographic
structure (PDB ID: 1GFL).

chromophore energetics. Furthermore, it has been reported
that photophysics of other systems could be modified with
electrostatics, for example, photoactive yellow protein chromo-
phore,24 modified GFP chromophores,25 and other photo-
isomerizing small organic molecules.””?! In fact, whether sterics
or electrostatics dominates GFP efficiency in terms of slowing
the chromophore twist has not yet been clearly eluci-
dated."”?**® This is likely because determining how the
complex protein environment actually hinders the chromo-
phore motion is not a trivial task.
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In this paper, we investigate the origin of the fluorescence
enhancement in GFP with nonadiabatic molecular dynamics
(MD) simulations. By computationally modifying the electro-
static interactions between the chromophore and its environ-
ment, we reveal that the nonuniform electrostatic arrangement
around the chromophore actually plays a dominant role in
slowing the chromophore twist in avGFP. We find that even
the bare chromophore in vacuum without any environmental
steric constraints becomes highly fluorescent if the three-
dimensional protein electric field is copied to the vacuum space.
In particular, the interplay between the geometry-dependent
charge transfer inside the chromophore and the protein electric
field appears to be important for restraining the chromophore
motion.” We further test our proposition by performing
simulations of a series of GFP mutants with diverse quantum
yields and show that the electrostatics is consistently important
in reproducing experimentally observed fluorescence efficien-
cies. We also discuss the supporting role of steric interactions
from the protein matrix with regard to preserving the protein
electrostatic profile. Future prospects are also discussed as
concluding remarks.

2. METHODS: OVERVIEW

To help readers understand how we reached our conclusions,
we will provide here a very brief overview of our method-
ologies. More elaborate and comprehensive descriptions can be
found in Computational Details with references to relevant
literature.

In estimating the excited state lifetime of any given system,
we conducted nonadiabatic molecular dynamics simulations
through Landau—Zener (LZ) surface hopping with derivative
coupling.27_31 For this, the ground state (S,) ensemble was first
generated with S, equilibrium simulations. By assuming vertical
transitions, the geometries and velocities from this ensemble
were adopted as the initial conditions of subsequent excited
state (S;) simulations. During the S, simulations, at each
trajectory integration step, nonradiative hopping to the S state
was attempted. Because multiple trajectories were simulated in
this manner, the surviving population in the S; state as a
function of time could be straightforwardly obtained and
further utilized toward the lifetime estimation. The chromo-
phore intramolecular potential energies and their couplings
were previously constructed®”* with our diabatic interpolation
scheme® based on a data set collected at the perturbatively
corrected state-averaged complete active space level of theory,
SA3-CAS(4,3)-PT2/6-31G(d).>> The data set contained
energy and derivative information at 1500 chromophore
conformations and covered a wide range of configurational
space.”” The environment that surrounded the chromophore
was described with the conventional molecular mechanics
model. The chromophore—environment interaction was
handled by adopting the interpolation mechanics/molecular
mechanics (IM/MM) approach.””**~** Indeed, IM/MM aims
to follow the accuracy of the more demanding quantum
mechanics/molecular mechanics (QM/MM) at a much
reduced computational cost.*> This approach models the
interactions between the IM and the MM regions based on
Coulomb and Lennard-Jones potentials together with linked
hydrogen atoms over covalently bonded interfaces. The atomic
partial charges of the chromophore were generated with our
diabatic population matrix formalism®” based on natural
population analyses (NPA)* of the electron distributions in
multiple electronic states. This formalism can properly describe

charge distributions in multiple electronic states at diverse
chromophore geometries and was tested favorably for the GFP
chromophore in comparison to QM/MM calculations.*>*
Furthermore, see Text S1 for its good correspondence to the
restrained electrostatic potential (RESP)*' charges. Even
though our IM/MM scheme does not include a term for
describing chromophore polarization by an external electric
field, our previous study indicates that it reproduces the excited
state population decay pattern quite well compared to that of
QM/MM with an intrinsically polarizable chromophore.*

3. RESULTS AND DISCUSSION

Electrostatics and Excited State Lifetime. From our
simulations of avGFP (Figure 2a), the nonradiative lifetime of
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Figure 2. Nonradiative excited state decays in avGFP. (a) Simulated S,
population decay patterns from avGFP: black, with natural setting; red,
after nullifying chromophore—protein electrostatic interactions. (b)
Simulated S, population decay patterns from bare chromophore:
black, with 3D-ESP; red, without 3D-ESP.

the S, state was estimated to be longer than 8 ns. Indeed, this is
comparable to the experimental estimation of 15 ns.® (See Text
S2 for the extraction of the pure nonradiative lifetime from
available experimental data.) To separate out the contribution
by the electrostatics toward slowing the twist, we conducted
another set of simulations in an equivalent manner but after
nullifying atomic partial charges of the chromophore. With this
setting, the nonradiative S, lifetime was estimated to be ~0.2 ns
(Figure 2a). Because the decay was fast without electrostatic
interactions, we can infer that the Coulombic interactions
between the chromophore and its environment may indeed
play a dominant role in slowing nonadiabatic decay associated
with the chromophore twist. However, it is not fully conclusive
at this stage yet because nullifying the atomic charges of the
chromophore may disrupt the structural arrangements with its
neighboring protein residues. Indeed, from actual trajectories,
we observed that hydrogen bonds and electrostatic contacts
between the chromophore and its surrounding residues were
sometimes disrupted. Thus, one may argue that electrostatics
might actually be affecting the twisting dynamics through the
chromophore—protein steric contacts, and the electrostatic
effect would only be indirect.

To eliminate such ambiguity, we pursued a strategy that can
truly isolate the electrostatic effects from the steric ones. This
was achieved by replicating the nonuniform three-dimensional
(3D) electrostatic potential (ESP) map from the initial protein
conformation and then performing a new set of simulations for
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the bare chromophore with the field from the ESP. From these
gas phase simulations with the replicated 3D-ESP, the majority
of the chromophore population still lasted in the excited state
over 5 ns (Figure 2b). Indeed, a biexponential fit of the decay
pattern provided a dominant component with a decay time
constant over 10 ns. This shows that the electrostatics alone in
the gas phase without any help from sterically contacting
interactions can extend the excited lifetime similarly to that of
the protein environment. Overall, we can conclusively infer that
the electric field generated by the protein environment indeed
dominates in extending the excited state lifetime and also in
restricting the chromophore motion. We also note that the
hydrogen bonds between the chromophore and its environ-
ment could be at least partly described with the replicated ESP
because the electrostatic effects from O—H or N—H dipoles
were present in 3D-ESPs.

Roles of Protein ESP in Modifying Energetics. What
aspect of the ESP is so effective for slowing nonradiative
transitions? As mentioned above, the nonradiative transitions in
avGFP are frequently accompanied by chromophore twists.
There are two twisting courses available, which are often
referred to as the imidazolinone (I-) and the phenoxy (P-)
pathways. (Of course, concurrent combinations of both are also
possible.) When the molecule twists in the S, state from a
planar geometry through these pathways, it becomes more
stable in terms of energy, and often, the twists are considered to
be barrierless for an isolated chromophore in vacuo or in
solution.”'” Because a longer time was needed for the
chromophore to twist with the replicated ESP, it is natural to
imagine that the energetics along the twisting pathway was
significantly altered. Thus, we first inspected the energy
modifications with ESP by sequentially distorting the
chromophore geometry around two corresponding twisting
angles: 7 and ¢ (Figure 3a). The energy modifications are
pictorially presented in Figure 3b, and it shows that twisting
away from planarity indeed drives the chromophore uphill in
total potential with the replicated ESP. We also note that the
S,—S, energy gaps at P-twisted geometries are wider with the
ESP, which will further impede the nonadiabatic transitions.

Now, let us investigate the residue-specific roles of the
protein in modifying the energetics by focusing on groups that
are close to the chromophore unit. Among the neighboring
residues, those that would contact the chromophore phenolate
ring (Ph) along the P-pathway were collected, and the 3D-ESP
map originating from them was constructed. For succinctness,
hereafter this group will be referred to as the “near-Ph group”.
Because the highly electrophilic chromophore oxygen atoms
would importantly participate in shaping the electrostatic
interactions, the residues near the phenolate oxygen atom (Op)
were also collected as the “near-Oj group”. Likewise, residues
that would exert stabilizing ESP on the imidazolinone oxygen
atom (O;) were additionally collected to form the “near-O;
group”. The residues included in these groups can be found in
Table 1.

The potential energy modifications by these groups are
displayed in Figure 3c. One can easily see that the energy shift
by the near-Op group dominates, whereas the effect from the
near-Ph group is very minor. Adding the near-O; group to the
near-Op group slightly decreased the potential change at the 90-
degree twist along the P-pathway. Excited state population
decay patterns agreed well with this order. As presented in
Figure 3d, nonadiabatic simulations with the 3D-ESP from the
near-Ph group exhibited extremely fast decays mostly through
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Figure 3. Electrostatic modifications of chromophore energetics and
photodynamics. (a) Two twisting pathways and their associated
dihedral angles. (b) Sy and S, state energies along the I-pathway (left)
and the P-pathway (right) twists. Solid lines show energies with 3D-
ESP whereas dashed lines show data in vacuum without 3D-ESP.
Energies were measured by twisting 7 or ¢ angle from the Franck—
Condon geometry. The S, energy at 7 = ¢ = 0 was adopted as the zero
reference. (c) S; potential energies with ESP effects from the near-Ph
group (red), the near-Op group (blue), the near-O; group (purple),
and the near-Oy, plus the near-O; groups (yellow). The potential with
ESP from the whole protein (black) is also displayed for comparison.
(d) Population decay patterns with the group-specific ESP with the
color coding as listed in (c).

Table 1. List of Chromophore-Neighboring Groups and
Their Member Residues

group member residues”
near-Ph Val®!, Thr®, Ser?”, Glu??
near-Op Tyr'®, His', Thr*®, Wat**!
near-Oy GIn*, Arg®

“Residue numbering follows the indexing in the 1GFL PDB file.

the I-pathway. With the ESP from the near-Oyp group, the decay
lifetime was already comparable to the one computed with the
whole protein. In contrast to the near-Ph group case, with the
near-Op group ESP the decays took place through the P-
pathway. This contrast is quite understandable as twisting
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around the I-pathway with the near-Op ESP will be severely
penalized with a steep potential barrier as shown in the left
panel of Figure 3c.

Chromophore Conformations. Figure 4 presents the
distributions of the (¢, 7) dihedral angles in the excited state
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Figure 4. Two dimensional distributions of the two major twisting
angles of the chromophore in the protein (left) and in vacuo with 3D-
ESP (right).

¢ (deg)

before hopping, obtained from both the protein and the 3D-
ESP simulations. The overall features of the two distributions
match relatively well, suggesting that the chromophore travels
in similar conformational spaces in the two situations.
Interestingly, in the protein, the two angles vary with a slightly
negative correlation. This is in line with a previous molecular
simulation result with freely twisting chromophore in the
protein matrix.”’ In any case, this figure shows that the
chromophore mostly stayed close to planarity in the excited
state. The chromophore traveled around this planar geometry
for some time before twisting in a sudden manner and then
decayed nonadiabatically into the ground state (Figure S1).

When we inspected the conformations at actual hopping
events with the protein, we observed that the majority (~75%)
were distorted with gl > 70 deg through the P-pathway. The
angle 7 was also displaced but to a lesser extent of ~15 deg,
again in a negatively correlated manner to ¢. The larger
contribution by the P-pathway is in agreement with an earlier
report based on multiple spawning nonadiabatic simulations'
and can be easily understood by the smaller electrostatic energy
penalty on that pathway shown in Figure 3b. Thus, from 3D-
ESP simulations, not surprisingly more than 95% of hopping
conformations displayed similar characteristics with lpl > 70
deg with 7 up to ~15 deg.

One outstanding difference between the protein and the 3D-
ESP simulations was the fact that a small fraction (~15%) of
trajectories hopped down with Izl > 45 deg from the protein
simulations but not from the 3D-ESP simulations. We believe
the difference arose from the lack of side chain flexibilities in
the 3D-ESP model. Namely, when the chromophore happens
to twist with a large lzl, the protein side chains may adjust to a
region with lower electrostatic and/or steric energy penalty.
The 3D-ESP model does not have that capability as the ESP
maps are fixed to their initial forms throughout the simulations.

In addition, we observed that when |zl was large at the
hopping point, lgl was rather small (at most ~20 deg). In fact,
we did not observe any case where both lgl and Izl were larger

than 45 deg at hopping. Thus, a hula twist with simultaneously
large distortions around the two angles did not appear to
participate importantly in our case. This is in agreement with
previous multireference ab initio calculations in the gas phase
or in implicit solvent”'®*** but is in contrast to the result
from other semiempirical calculations.** From both protein
simulations without electrostatics and bare chromophore
simulations without 3D-ESP, P- and I-pathway twists were
almost equally probable but their concurrent involvement was
again not observed.”

Chromophore Charge Relocation and Twist Hin-
drance. With the results discussed above, a natural question
one may ask is how twisting around the P-pathway is
electrostatically affected by the residues in the near-Oj group.
Namely, because such twisting will not displace the Op atom of
the chromophore in any meaningful manner, the distances
between the Op atom and the near-O) group residues would be
nearly invariant to that twist. Thus, one might expect that
electrostatic aspects would change only marginally. In
answering this, one important consideration is the fact that
this position-conserving condition of the P-pathway twist"
does not guarantee a dipole-conserving condition. With the
avGFP chromophore, a twist in the S, adiabatic state is heavily
linked with charge relocation inside it,”*’ and the phenolate
part becomes less negatively charged with the twist around the
angle ¢ (Figure Sa). This will surely decrease the stabilization
by the near-Op residues, and this destabilization will be the
main reason for the motional hindrance. This interplay between
the charge relocation and the electrostatic environment is in
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Figure S. Chromophore charge transfer and its effect on nonradiative
decay. (a) Charge contents of the phenolate (yellow), bridge (green),
and imidazolinone (violet) moieties in the S, state with respect to the
two twisting angles. (b) Population decay patterns without
chromophore charge migration from the actual protein simulations
(black) and the gas phase 3D-ESP simulations (red). The charge
migration capability of the chromophore could be eliminated by fixing
the chromophore atomic partial charges to their values at the planar
geometry.
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line with a previous suggestion based on chromophore
electronic structure.>** Indeed, we designed our chromophore
model to be capable of describing such geometry-dependent
charge relocation with the diabatic and state-specific atomic
charge matrices.>

To confirm the importance of the geometry-dependent
charge relocation, we performed an additional set of
simulations after intentionally eliminating this capability. This
was achieved by fixing the atomic partial charges to those at the
planar geometry in the S, state. With this, the nonadiabatic
decay lifetime became noticeably shorter regardless of the types
of ESP from the environment (Figure Sb). Therefore, we can
conclude that the interplay between the electric field from the
protein scaffold and the charge transfer in the chromophore is
the most important for improving the fluorescence efficiency in
avGFP. The ESP shape shown in Figure 6 also supports this

ESP (V)

Figure 6. ESP map near the chromophore in avGFP based on the
crystallographic structure.

argument. The C—Op bond is located in a place with a large
electric field (over 100 MV/cm at the O, position with an ~70
MV/cm component along the bond direction) and any motion
that induces charge transfer against this field will be greatly
hindered. It is also notable that the ESP shape around the Op
atom remains well-conserved regardless of the value of the ¢
angle (Figure S2). Because a fraction of the charge flows into
the imidazolinone ring, the near-Oy residues would somewhat
facilitate the twist. However, the effect was actually very small,
as displayed in Figure 3d, because the electric field strength at
the O; position along the C—O; bond direction was only ~35
MV/cm. In addition, the magnitude of partial charge that
migrated into the O; atom was smaller than the flow out from
Op. The overall aspect of this electrostatic hindrance is
pictorially summarized in Figure 7 together with three-
dimensional representations of the interpolated potential
energy surfaces with and without the 3D-ESP as functions of
the key torsion angle ¢ and length r, of the bond that bears the
torsion. (The definition of r, is also found in the figure.)
Tests with Other Mutants. Up to this point, we have
shown that the electrostatic arrangement near the chromophore
plays a dominant role in enhancing fluorescence of avGFP.
Because our interpolated potential model®* can be applied to
other GFP mutants if they emit with an anionic chromo-
phore,>> we can additionally test whether the ESP is
consistently important in those mutants. Indeed, such
consistency will further support our view with more generality.
Therefore, we have employed bright T2%Y, semibright H"G/
S®T, and dark REAChl mutants to simulate them in both
protein and 3D-ESP environments. These mutants were chosen
because they cover a wide range of experimentally measured

¢=50° @=74°

¢=0 @ =25°
) (near-Cl)

Figure 7. Schematic illustration of the electrostatic hindrance on
chromophore twist in GFP. Along the C—Op bond, the electric field
strength is ~70 MV/cm (red arrows, pointing to the opposite
directions of field vectors). As the chromophore twists from the
Franck—Condon structure (FC) into a near conical intersection
geometry (near-Cl; a point where the ground and excited state
become nearly degenerate), —0.08 ¢ of charge migrates away from the
Op atom toward the imidazolinone ring (blue arrows) against the field
direction. As a consequence, the energetically downhill twist of the
chromophore in vacuo toward the near-CI point (top) becomes an
uphill transition (bottom). The potential energy surfaces were
quantitatively drawn with interpolation. See Text S3 for more details
on the surface drawing.

quantum yields (Table 2). The simulated nonadiabatic decay
patterns are shown in Figure 8 together with the time scale

Table 2. List of GFP Mutants Adopted in This Work

name mutation” quantum yieldb
TV Thr*® — Val 0.75*
H"G/S®T His'*® — Gly 0.43'%
Ser® — Thr
REACh1 Ser®s — Gly 0.01"

Val®® = Leu
Ser’> — Ala
Tyr'#
Thr*® — Tyr

— Trp

“In comparison to avGFP. bExperimental values with their refs.

comparisons of their nonradiative decays.*® We can see that the
experimental trends are satisfactorily reproduced from both
protein and 3D-ESP simulations. This clearly supports our view
that electrostatics dominates in deciding fluorescence lifetimes
and quantum yields. In addition, the good correlation of decay
times against experimental values shown in the inset of Figure
8a provide a hint as to the reliability of our IM/MM model.
For the specific protein forms, in the case of T*®V we did
not observe a large disturbance in the ESP shape because Thr**
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Figure 8. Simulated excited state decays from different GFP forms. (a)
S, population decay patterns from the whole protein simulations with
avGFP  (black), T*®V (red), H*G/S®T (blue), and REAChI
(green). (b) Matching decay patterns from the 3D-ESP bare
chromophore simulations with the same color coding as in (a). The
inset displays the comparison between the experimental (horizontal)
and simulated (vertical) nonradiative lifetimes. The experimental
lifetimes were estimated as in Text S2, and the simulation numbers
were derived from single exponential fits.**

in avGFP was somewhat farther from Op than the other
residues in the near-Op group, and thus, its electrostatic effect
was limited. In addition, when we inspected the ESP contour
shape by the near-Oj group with and without Thr*®®, we did
not find any large difference. Thus, a slow nonradiative decay as
in avGFP is quite well explained with our interpretation with
electrostatics. In addition, our previous simulations with
another mutant involving Thr*® (T?>®Y) in its protein
environment also generated a similarly slow nonradiative
decay.”> For H"G/S®T, because His'*® exerts a large
electrostatic effect to the chromophore and even forms a
hydrogen bond with the Op atom,”” it was surprising that its
replacement with glycine induced only a small change in the
population decay pattern (Figure 8). We could explain this
puzzling aspect after inspecting conformations in its equili-
brium ensemble. Upon visual inspection, we observed that one
water molecule flew into the space originally taken by the

histidine side chain and formed a hydrogen bond with Op. The
location of this water molecule was not as highly conserved as
the crystal water in the proton transfer wire (Wat**') due to the
lack of a second hydrogen-bonding partner in the protein.
However, it could still partially take the role His'*® was playing,
and even the ESP shapes were similar. This case of the H'%G/
ST mutant clearly suggests the caution that we have to take
when considering GFP mutants. Because of the crowded nature
in the protein barrel, replacing a residue near the chromophore
will always induce a chain of events that may appear
counterintuitive when only the replaced residue is considered.
Indeed, the darkest REAChl mutant should be handled with
such caution. In this mutant, in the vicinity of the
chromophore, Tyr'* is replaced with bulkier tryptophan in
addition to the T?>®Y mutation. Not surprisingly, from our
equilibrating simulations we observed that the chromophore
was somewhat displaced with this change. Likely owing to this
dislocation, the electrostatic environment of the O; atom was
changed even though the mutated residues were rather far from
O; in the avGFP crystal structure.” (The shortest atom-to-atom
distance is 5.4 A.) Surely, this case emphasizes that electrostatic
modulations arise as a combined result of many individual
changes. In this sense, it will be appropriate to consider that
REACHI characters are influenced by a synergistic combination
of its key mutations Y'*W and T>*Y.

Despite the complex nature of these changes, a simplified
explanation can still help us to obtain useful insights. For the
varyious dynamics of the different GFP forms considered here,
a simple reasoning could again be attained by considering the
ESP map around the chromophore. Figure 9 shows the average
ESP maps from the four adopted protein forms. As explained
previously, a portion of negative charge migrates from the
phenolate ring toward the imidazolinone ring upon the
chromophore twist. Thus, if the ESP around O, is lowered
(more negative), twisting will be promoted, and the
fluorescence efficiency will subsequently drop. For a similar
reason, the efficiency will drop if the ESP around Oy is raised.
This is precisely what is revealed in Figure 9. The ESP features,
especially around the Op and O; atoms for T***V, match quite
well with avGFP, and the quantum yields of the two are quite
close. In comparison, the ESP around Oy is raised in H'*G/

ESP (V)

[
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Figure 9. Average ESP maps near the chromophore in different GFP forms. The averages were taken by using the snapshots of equilibrium

ensembles after aligning chromophore structures.
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ST, and its quantum yield is smaller. REACh1 has both lower
Op and higher O; potentials, and its quantum yield is very low.
Of course, this argument in Figure 9 is a simplification as it
does not consider other detailed aspects, such as the variations
of ESP for different ensemble members. Therefore, drawing
quantitative analysis from the figure alone is not ideal.
However, it is still intriguing that this simple electrostatic
analysis can successfully explain the trends of all tested GFP
variants. In addition, we stress again that our 3D-ESP
simulations in the gas phase correctly reproduced the features
of the whole protein simulations for all of the mutants. Clearly,
this is strong evidence of the importance of electrostatics in
restraining chromophore motion.

Furthermore, it is intriguing to note that twist hindrance and
spectral shift show independent behaviors, even though both
are strongly affected by electrostatics. For example, the twisting
behavior of T***V was very similar to the behavior of avGFP as
discussed above. However, from our simulations we could
observe that this mutation induced ~0.03 eV red shift in the
emission (Figure S3). An earlier experiment also observed
nearly the same amount of shift.* Another highly fluorescent
T?®Y mutant (quantum yield of ~0.83) also displayed a
noticeable red shift in its emission.”**> In fact, one should
expect to see independent responses because the two aspects
are affected differently by electrostatics. Namely, the emission
color is changed by the S,—S, gap energy modulation, whereas
the twist hindrance is affected by the S, state PES shape
modulation, especially along the ¢-twisting degree of freedom.

Role of Steric Contacts. We additionally note that steric
contacts still have their own roles in improving fluorescence.
For example, Figure 2a demonstrates that eliminating electro-
statics but keeping steric effects could extend the excited state
lifetime to ~0.2 ns. The three mutants listed in Table 2 also
displayed similar lifetimes under the same influence of steric
conditions (Figure S4). Indeed, this value coincides quite well
with the 0.2—0.4 ns S, lifetime of the bare chromophore in
solution below freezing temperatures.'® Thus, we can infer that
the crowded environment in the protein barrel likely restrains
the chromophore motion similarly to a viscous environment in
a supercooled liquid. However, the extent that it extends the
fluorescence lifetime is limited compared to the electrostatic
effect. Nonetheless, we have to admit that nonpolar residues
near the chromophore are still important for maintaining the
positions of key polar residues. For example, when we tested a
spatial mutant by computationally replacing nonpolar residues
(Val'*, Phe'®, and Ile'™’) into alanine, we observed that the
chromophore storing pocket structure was disrupted during the
equilibration stage. This disruption severely distorted the ESP
shape, and the barrier toward the chromophore twist
disappeared. Consequently, the nonradiative decay from the
S, state was very fast in this case (Figure S5). Therefore, we can
infer that the nonpolar residues still contribute to maintaining
the structural feature in the barrel and to shaping the ESP in the
correct manner.

Additionally, steric contacts will be important for cooling a
vibrationally hot chromophore right after light absorption.
Without this intermolecular vibrational energy transfer, the
chromophore S,—S, surface crossing region will be more
frequently visited. Thus, not surprisingly, when we did not
employ the temperature controlling algorithm in our bare
chromophore simulations the chromophore did not stay in the
excited state as long.

4. CONCLUDING REMARKS

In summary, we have shown that the efficient fluorescence of
avGFP is mainly achieved by the electric field shaped by the
protein environment.** The chromophore has a tendency to
twist in the excited state, and the twisting motion induces
charge relocation across the chromophore. Because the
electrostatic setting by the protein disfavors this charge
relocation, the twisting motion is effectively hindered.
Furthermore, because the twisting motion is nearly a
prerequisite condition for the nonradiative decay that competes
with fluorescence, this electrostatic hindrance on the
chromophore motion consequently enhances the fluorescence
efficiency. The dominance of electrostatics was confirmed by
adopting bare chromophore simulations with the three-
dimensional electrostatic potential map copied from the protein
matrix. Simulations of GFP mutants with varying brightness
also supported our argument on the importance of electro-
statics toward enhancing fluorescence. Steric effects from
chromophore-contacting residues appeared to play a limited
role toward the enhancement, but they were still important in
terms of preserving the electrostatic arrangements in an intact
form.

In a sense, it is remarkable that the protein electrostatics in
avGFP match the chromophore characteristics so well in terms
of this enhancement. Then again, it is known that protein
electrostatics can be shaped toward improving protein function,
such as enzymatic reactions.*”*” Perhaps nature has utilized the
same tool for evolving fluorescent proteins. We note that
electrostatics was reported to be similarly important in another
photoprotein system,”* and thus we can hypothesize that the
aspect may be quite general. In this sense, further testing our
conclusion with more GFP mutants, for example, the ones with
neutral chromophore with different electrostatic charac-
ters, "' 123751 will be an interesting task for future inves-
tigations. In addition, as designing better fluorescing systems is
gaining continued attention from many researchers,”” and as
the involved fluorophores often have geometry-dependent
charge relocating characters in their emitting states,””"
employing a strategy that is similar to what GFP does might
find good utility in related future studies. Indeed, understanding
fluorescence processes is a rather complicated task because it
requires us to explore multiple electronic states that are often
connected by multiple pathways.””*"** Of course, the environ-
ment can affect these multiple aspects in widely varying
manners.””** Thus, we anticipate that simulations with new,
advanced techniques will surely have the potential to provide
useful insights for understanding such complex events.

5. COMPUTATIONAL DETAILS

Potential Model: Interpolated Diabatic Hamiltonian. In
conventional MD simulations, atomic movements are calculated by
solving Newton’s equations of motion.”>*° The most expensive task in
MD simulations is generally calculating the potential U and its
gradient. The computational effort required for U becomes even more
severe when U is obtained with quantum chemical methods on the fly,
especially toward describing electronically excited molecules. Potential
energy surface interpolation was suggested as an alternative to this
direct dynamics approach.g’é’w’g_70 In the interpolation approach, a
data set is first constructed with N molecular geometries together with
their energies and energy derivatives before performing production
level simulations. The potential energy at an arbitrary molecular
geometry X is given as a weighted sum of the Taylor-expanded
potential energies (U;) from each point X; in the data set,
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UX) = Y w(X; X)U(X; X)) 0
i=1 1

This method was initially developed for describing gas phase
chemistry®”"® and then extended to investigating condensed phase
systems,”® such as following protein photodynamics.”’

To simulate nonadiabatic dynamics of electronically excited
molecules, one needs to evaluate the potential energies and their
couplings of multiple electronic states.””””>”'~"° In this case, for
avoidin% difficulties of handling singularities in the derivative coupling
vectors,”*~’¢ interpolating diabatic potential energy matrices becomes
more desirable.”*”’® The diabatic potential D at an arbitrary geometry
X is interpolated similarly to eq 1,

D(X) = ) w(X; X,)D(X; X,) o

This is readiabatized on the fly as

U = RDRY (3)

with the adiabatic-to-diabatic transformation matrix R.****7*~7¢ The
derivative coupling vector elements between a pair of adiabatic states k
and [ along the Cartesian coordinate X,, can be computed with the
relationship

_ei(dD/X,)e

(Fiohn = U -0 4)

. 32,34,76
where e, and e; are the corresponding column vectors of R777%"°

In the condensed phase simulations using the interpolated diabatic
Hamiltonian, the electrostatic interactions can also be described based
on diabatic states. With this, it becomes possible to describe geometry-
dependent charge migration in the chromophore on each adiabatic
potential energy surface. Operationally, the electrostatic interactions
between the chromophore and its environment are described within
the atomic partial charge approximation as

N, Na

9a
D, = S S
coul Z ; X, — X,| % (s)

where N, and N, are the numbers of atoms in the chromophore and in
its environment, respectively.”’ The diabatic atomic partial charge
matrix of an atom a is defined as q, based on natural population
analyses. Of course, g, is the molecular mechanics charge on an
environmental atom A. Curious readers are referred to refs 32, 34, and
39 for more details.

Nonadiabatic Trajectory Simulations. As mentioned in section
2, the nonadiabatic events were described with the Landau—Zener
(LZ)-type surface hopping algorithm.”’~*' This algorithm yields
population decay patterns that are similar to the ones from the more
popular fewest switches surface hopping (FSSH) algorithm”>”*”® but
allows one to use longer time steps for a significant reduction in the
computational cost.”>> The transition probability is calculated as

, ZU-U
= ¢ _
P 4 thj-v

(6)
where Fy; is the derivative coupling vector between states k and j, v is a
velocity vector of the trajectory, and U and U; are the potential
energies of the two adiabatic states. In our simulations, when this
probability was larger than 0.5 and the gap energy between two states
was smaller than 25 kJ/mol, the trajectory was forced to hop to the
ground state.””*’ Although the LZ hopping approach may not be a
quantitatively perfect method toward obtaining kinetic data, because
we adopted the same approach consistently throughout all kinetics
simulations, their comparisons will surely be meaningful.

We also confirmed that this LZ hopping generated consistent
results in comparison to decoherence-corrected FSSH by comparing
both methods with bare chromophore simulations with the 3D-ESP

map. This comparison is shown in Figure S6. In FSSH, the quantum
amplitude of an electronic state C, is propagated with the relationship

dc #states
ih—t = UG, — ih ), CF,v
d p (7)

At each trajectory integration step, a uniform random number is
generated, and if a quantity g; defined as

A
=2 [ Re(C,C R, vdr
& = Re(C,C)) (8)

is larger than that random number, the trajectory hop occurs from
state k to j. Total energy conservation of the system is forced by
adjusting velocity component along F;; when the hop occurs. In this
work, the overcoherence problem of ESSH”*”*° was corrected with
a simple collapse scheme.””**** This scheme scales the quantum
amplitudes of all electronic states so that the decoherence effect can
appear in a long time limit. Specifically, when a trajectory is running on
state k after deciding a hop, C; with j # k was scaled at every
integration step of time At as

G = Gexp(=At/ty) (©)

with a demixing time coefficient t;,

n a
te= ——f1+ =
Iy, - Ul Ex (10)

Of course, C; was also scaled to compensate for the change in C;. Here,
Ex is the kinetic energy, and « is an empirical parameter with a
suggested value of 0.1 hartree.””*>*> This decoherence correction was
reported to be capable of amending the FSSH kinetics with regard to
the number of trajectories that survive in the excited state.*”

Protein Simulation Details. Interpolated mechanics/molecular
mechanics (IM/MM) simulations with the diabatic Hamiltonian®* was
employed toward the MD simulations of the whole protein. The
GROMACS 4.0.7 program package®® with in-house external libraries
for the diabatic Hamiltonian interpolation and the surface hopping
algorithms was used for all simulations with the protein. Toward the
combined IM/MM scheme, the avGFP model chromophore, para-
hydroxybenzylidene-imidazolinone (pHBI), was treated as the IM
region with two linked atoms replacing the connecting points to the
protein backbone as in our previous studies.”*”*” The same diabatic
Hamiltonian interpolation data set adopted in our previous study®>**
was again employed. This set contained 1500 geometrical points
whose energy and gradient information was calculated with the
perturbatively corrected state-averaged complete active space level of
theory, SA3-CAS(4,3)-PT2/6-31G(d), supplemented by Hessian data
from SA3-CAS(4,3)/6-31G(d) level calculations. The rest of the
protein besides the chromophore was considered as the MM region
and was treated with the AMBER99SB force field.*”*® Water
molecules were treated explicitly with the rigid three-point model
TIP3P.* To avoid erratic behaviors far from the interpolated regions
of the chromophore conformational space, a stabilizer function®®
adopted from AMBER99SB force field®”*® with a damping constant s
= 0.02 was utilized. The dispersive and electrostatic interactions were
treated via force shifting with 10 A cutoffs. The electrostatic
interactions between the chromophore and its environment were
calculated according to eq S, by employing the diabatic population
matrix.”* The dispersive interactions were treated with the conven-
tional Lennard-Jones potential with custom-optimized parameters for
the chromophore.*>*’ The integration time step size was 2 fs for these
simulations. All bonds involving hydrogen atoms were constrained
with the LINCS algorithm.”"

The simulations were based on the crystallographic structure of
avGFP (PDB ID: 1GFL).> Protonation states of its titratable residues
were determined with PROPKA 2.0°% except for Glu??, to which a
proton was specifically added to properly model the protonation state
after the excited state proton transfer (ESPT).”®*® This geometry was
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used for generating the representative electric potential map shown in
Figure 6. Before production simulations, this geometry was further
energy-minimized with the steepest descent method”* and was then
soaked in a cubic box of water with side lengths of 60 A. This solvated
system was again energy-minimized and was then thermally
equilibrated. For equilibration, a random initial velocity corresponding
to a temperature of 300 K was assigned and a 500 ps MD simulation
was performed with Berendsen’s weak coupling thermostat and
barostat algorithms”® that targeted 300 K and 1 bar conditions.
Following this, an additional equilibration run of 15 ns duration at the
same temperature and pressure was performed using the Nosé—
Hoover thermostat® and the Parrinello—Rahman barostat.”” After
this, a S ns production simulation was performed to generate an
ensemble of 250 equilibrated snapshots separated with 20 ps intervals.
We assumed that this ensemble would represent the situation after the
Franck—Condon transition well and used it as the initial conditions of
the actual nonadiabatic surface hopping simulations. Each nonadiabatic
trajectory was continued until the chromophore hopped down to the
electronic ground state or up to a maximum duration of 10 ns. In the
case of the protein simulations with nullified electrostatics, as the
majority of trajectories hopped down much earlier, we only
propagated up to 1 ns.

The same protocol was employed for conducting the mutant
simulations except that the total number of nonadiabatic trajectories
was reduced to 100 for computational efficiency. A mutant structure
was generated by replacing relevant side chains from the equilibrated
avGFP structure and by then performing a re-equilibrating simulation
over a S ns period. (See Figure S7 for the mutation-related structural
robustness check.) This was followed by a 2 ns simulation toward
obtaining 100 initial conformations for the excited state trajectories.
Overall, the aggregate simulation time for the excited state trajectories
reached multiple microseconds.

Bare Chromophore Simulation Details. As explained in section
3, we also simulated bare chromophore in vacuo after mimicking the
3D-ESP around the chromophore. This can be trivially achieved by
replacing eq S with

D/coul = Z an(Xa) (11)

once the 3D-ESP at any arbitrary point X is given as V(X). Again, q, is
the diabatic partial charge matrix of an atom a in the chromophore at a
geometrical point X,. In MD simulations, of course, the first-order
derivative of V (namely, the electric field) is also needed. To obtain
smoothly defined values, we employed tricubic spline interpolation”®
of V and its derivatives. This required the ESP and its derivative
components (V; av/ox, av/ dy, dV/oz; 0/ Oxdy, 0/ 0y0z, 0/
0z0x; 0°V/0xdyoz) at predefined 3D grid points.

Positions of these grid points were determined as follows. Any given
initial geometry of the chromophore was first aligned on the xy-plane
as in Figure 6. As displayed in the same figure, the x-axis was defined as
the line connecting the N atom originating from glycine (namely, the
leftmost N atom) and the C, atom originating from tyrosine (namely,
the C atom on the phenolate ring that connects to the bridging
group). The z-axis was defined with the normal vector that was
perpendicular to the phenolate (tyrosyl) ring of the chromophore after
projecting out a component along the x-axis. The origin was defined
such that the leftmost N atom was located at (x, y, z) = (3, 4, 6) A.
Cartesian grid points were filled within a rectangular box defined by
vertex points of (0, 0, 0) A and (14, 9, 12) A. The grid spacing was 0.5
A such that there were 29 X 19 X 25 grid points in the box. Simply
put, the gridded box was designed to cover a volume generated by
scanning the rectangular plane in Figure 6 with +6 A depth. This box
was large enough to contain the chromophore even after a full rotation
along the P-pathway.

On these grid points, the ESPs and their derivatives for the spline
interpolation were computed by considering the atomic partial charges
of the MM atoms within the cutoff distance from these grid points.
The MM atoms were either from the protein residues or from the
water molecule participating in the proton wire around the
chromophore. Of course, for consistency, the same force-shifted
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Coulomb function that was adopted in the protein simulations was
employed for generating the ESPs, except for one modification.
Because the ESP function has a singularity at » = 0, if a grid point is
too close to an MM atom, the ESP will become singular. The same
singularity exists in regular protein simulations but does not cause
trouble because the Lennard-Jones potential will repel an atom pair
well outside the singular regime. In our bare chromophore simulations
with ESP maps, there were no such repelling interactions from the
MM atoms, and the singularities in the 3D-ESP would unphysically
generate too high or too low energy state when any of the IM atoms
hit the singular regime. To avoid this issue, we modeled the MM
atoms as permeable Gaussian-like charged spheres’ with a decay

factor of # = 1.0 A™' in p(r) ~ ¢, Even though the choice of the
charge shape is somewhat arbitrary, it describes physically unimportant
regions in a reasonable way. Furthermore, we verified that the
chromophore excited state decay patterns were rather insensitive to
the choice of the smeared charge shape.

With the ESP maps thus generated, we performed nonadiabatic MD
simulations after restraining the atoms on the imidazolinone ring with
a force constant of k = 10000 kJ mol™ A~ The restraints were
imposed in such a way that the chromophore could not unphysically
drift or flip in space. To this end, the two linked H atoms were
restrained in 3D, and four additional atoms that were one and two
bonds away from the linked H atoms were restrained on the
chromophore molecular plane. The four planar restraints were
implemented by first aligning the chromophore on the xy-plane and
then adding z-directional restraining potentials. We confirmed that
these restraints did not affect the excited state lifetimes to any
meaningful degree throughout the simulations by conducting two sets
of comparing simulations in the gas phase. First, without 3D-ESP, we
observed that the population decays were fast whether we imposed the
chromophore restraints or not (Figure S8a). Next, with 3D-ESP, we
checked that the decays were similarly slow even when the restraining
potential was weakened by a factor of 2 (Figure S8b).

For all simulations, the initial geometries and the atomic velocities
of the chromophore were the same as in the matching protein
simulations. Here, the integration time step was 0.5 fs, and no
constraints were imposed. The same interpolated potential was used
for describing the chromophore with a stabilizer function®® damped by
s 0.02. The trajectories were integrated up to S ns. Bare
chromophore simulations with ESPs either from selected residue
groups in avGFP or from the three GFP mutants were performed in
the same manner. In all these bare chromophore simulations, there
was no need to perform pressure adjustments. However, thermalizing
the chromophore was still important as intermolecular vibrational
energy transfer can participate importantly to condensed-phase
excited-state dynamics. Therefore, we applied Berendsen’s temperature
coupling scheme with a coupling time constant of 7. = 10 ps. Applying
stronger or weaker coupling with different 7, had only marginal effects
on the excited-state decaying patterns (Figure S9).
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